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Abstract

Objective. Simultaneous electrical stimulation of multiple electrodes has shown promise in diversifying the responses that can be elicited by retinal prostheses compared to interleaved single electrode stimulation. However, the effects of interactions between electrodes are not well understood and clinical trials with simultaneous stimulation have produced inconsistent results. We investigated the effects of multiple electrode stimulation of the retina by developing a model of cortical responses to retinal stimulation. Approach. Electrical stimuli consisting of temporally sparse, biphasic current pulses, with amplitudes sampled from a bi-dimensional Gaussian distribution, were simultaneously delivered to the retina across a 42-channel electrode array implanted in the suprachoroidal space of anesthetized cats. Visual cortex activity was recorded using penetrating microelectrode arrays. These data were used to identify a linear–nonlinear model of cortical responses to retinal stimulation. The ability of the model to generalize was tested by predicting responses to non-white patterned stimuli. Main results. The model accurately predicted two cortical activity measures: multi-unit neural responses and evoked potential responses to white noise stimuli. The model also provides information about electrical receptive fields, including the relative effects of each stimulating electrode on every recording site. Significance. We have demonstrated a simple model that accurately describes cortical responses to simultaneous stimulation of a suprachoroidal retinal prosthesis. Overall, our results demonstrate that cortical responses to simultaneous multi-electrode stimulation of the retina are repeatable and predictable, and that interactions between electrodes during simultaneous stimulation are predominantly linear. The model shows promise for determining optimal stimulation paradigms for exploiting interactions between electrodes to shape neural activity, thereby improving outcomes for patients with retinal prostheses.
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Introduction

Retinal prostheses produce phosphenes by electrically stimulating surviving retinal neurons in patients with severe photoreceptor degeneration. Clinical trials have shown that retinal prostheses elicit useful perceptions, resulting in improvements in spatio-motor tasks (Barry et al. 2012, Kotecha et al. 2014, Stingl et al. 2015) and reading (da Cruz et al. 2013). However, spatial resolution with present devices is severely limited with the highest reported visual acuity achieved of 20/546 (Stingl et al. 2013).

One strategy that shows promise to improve resolution is simultaneous stimulation of multiple electrodes. Interactions that occur when combinations of electrodes are stimulated simultaneously are capable of increasing the repertoire of visual percepts that can be elicited compared to conventional single-electrode stimulation. Simultaneous stimulation can activate groups of cells between electrodes (Dumm et al. 2014), reduce current spread by using one or more local return electrodes (Cicione et al. 2012, Habib et al. 2013, Matteucci et al. 2013), and elicit responses at the level of a single cell in vitro (Jepson et al. 2014). Clinically, studies have mainly aimed to elucidate perceptual differences between sequential and simultaneous stimulation (Humayun et al. 1999, Rizzo et al. 2003, Auner et al. 2008, Horsager et al. 2010, Wilke et al. 2011). Although these studies were limited to stimulation of electrodes in simple geometric patterns such as lines and squares with identical biphasic pulses on all electrodes, inconsistencies were reported regarding percept predictability and reproducibility.

It is clear that simultaneous stimulation is a promising strategy for eliciting useful percepts. However, the crucial next step in either reducing or harnessing electrode interactions is to investigate the predictability and reproducibility of responses to simultaneous stimulation, and gain a better understanding of how electrode interactions affect neural responses.

Here, we combine simultaneous stimulation of 42 suprachoroidal electrodes with multi-site recordings in the cat visual cortex, to demonstrate that electrode interactions at the level of the cortex are predominantly linear. Additionally, we show that a simple model comprised of a linear filter followed by a static nonlinearity (hereafter, linear–nonlinear (LN) model) can reliably predict neural spiking responses to several different simultaneous stimulation paradigms. We also demonstrate the ability of the same model to predict responses based on an alternative metric of cortical activity, namely, the power in the evoked responses. The predictive success of our model shows promise for efficiently determining optimal stimulation paradigms for shaping neural activity with a retinal prosthesis.

Methods

Experiments were performed in eight normally-sighted, adult cats. All procedures were approved by the Bionics Institute Animal Research Ethics Committee (Projects 12/255AB and 14/304AB).

Anesthesia and surgery

Cats were anesthetized with an initial dose of ketamine (intramuscular, 20 mg kg$^{-1}$) and xylazil (subcutaneous, 2 mg kg$^{-1}$). Anesthesia was maintained with an intravenous infusion of sodium pentobarbitone (60 mg kg$^{-1}$ h$^{-1}$) and Hartmann's solution (sodium lactate, 2.5 ml kg$^{-1}$ h$^{-1}$). Dexamethasone (intramuscular, 0.1 mg kg$^{-1}$) and Clavulox (subcutaneous, 10 mg kg$^{-1}$) injections were given daily to minimize brain swelling and infection. Vitals were continuously monitored throughout the experiment.

Details of the surgical implantation of the suprachoroidal array have been described previously (Shivdasani et al. 2012). Briefly, a lateral incision through the sclera was performed to expose the choroid. The electrode array was then inserted into the suprachoroidal space via a pocket created between the sclera and choroid, and sutured into place (Villalobos et al. 2012).

The suprachoroidal array (figure 1(a)) consisted of a flexible medical grade silicone substrate with 7 rows × 3 columns of platinum electrodes used in six experiments, and 7 rows × 6 columns of electrodes used in the remaining two experiments. Electrodes were 600 μm in diameter arranged hexagonally with 1 mm center-to-center spacing (Villalobos et al. 2012).

The visual cortex contralateral to the implanted eye was exposed and penetrating microelectrode arrays (either 6 × 10 or 6 × 6 channels, 1 mm length, 400 μm spacing, Blackrock Micro., USA) were implanted (figure 1(b)). Evoked potentials (EPs) from the cortical surface in response to retinal stimulation were used to optimize the position of the implanted arrays (Cicione et al. 2012, Dumm et al. 2014). Neural signals were sampled at 30 kHz (Cerebus Neural Processing System, Blackrock Microsystems, Salt Lake City, UT).

White noise stimuli

Temporally sparse electrical pulses delivered simultaneously across the stimulating electrodes were used to characterize the system while responses were recorded in the visual cortex. The stimulus amplitude for each electrode was sampled from a bi-dimensional Gaussian distribution (hereafter, spatially white stimuli). To balance the effect of each electrode on cortical activation, the standard deviation of each Gaussian distribution was the activation threshold for that electrode.

Thresholds were acquired by stimulating each electrode individually with cathodic-first biphasic current pulses using a 1 ms pulse width, 25 μs interphase gap, 1 Hz presentation rate (the same pulse waveform was used for all electrical stimulation paradigms), and 0–750 μA stimulus amplitude in 50 μA steps. A spike-rate (or power) versus stimulus amplitude input-output function for each stimulating electrode-recording channel combination was generated to which a sigmoid curve was fitted. For each sigmoid, the stimulus amplitude at 50% of the maximum response was defined as the threshold for that recording channel (Shivdasani et al. 2012). The threshold for each stimulating electrode was chosen to be the lowest threshold over all recording channels.
for which a sigmoid could be fit. All electrodes across the array were then stimulated simultaneously with charge-balanced waveforms using a mix of anodic-first and cathodic-first polarities with current amplitudes determined by the stimulus matrix. There were 3600 white noise stimulation patterns generated for each experiment; these were presented eight times, with the average of the responses on each recording channel used for analysis.

To investigate variability in cortical responses to repeated white noise stimuli, 60 repetitions of 30 different white noise patterns were presented in a randomized order in three of the experiments. The mean and standard deviation of the responses to each of these patterns was calculated.

**Oriented pattern stimuli**

Stationary, oriented electrical stimulus patterns were presented to test the prediction ability of the model with non-white stimuli. These patterns were electrical representations of sinusoidal gratings at six possible orientations (0°, 30°, 60°, 90°, 120°, and 150°), five spatial frequencies (ranging over approximately 1–3 cycles per array length), and scaled by five stimulating currents (i.e., amplitudes of stimulating currents on each electrode were scaled by 175, 235, 295, 355, or 415 μA). Patterns consisted of three main types: (i) mixed-phase first stimuli (figure 2(a)), where some electrodes on the array were stimulated with anodic-phase first biphasic pulses while others were stimulated with cathodic-phase first biphasic pulses; (ii) anodic-phase first stimuli (figure 2(b)), where all electrodes on the array were stimulated with anodic-phase first biphasic pulses; (iii) cathodic-phase first stimuli (figure 2(c)), where all electrodes on the array were stimulated with cathodic-phase first biphasic pulses. During each experiment, 30 different pattern stimuli were presented in a randomized order, with 10 repetitions of each pattern stimulus.

**Data pre-processing**

Two measures were used to estimate the cortical activity: power in the evoked potential (EP power) that occurred within approximately 20 ms of the stimulus pulse and multiunit activity (MUA) in the same time frame.

To estimate the power in the evoked responses, offline multi-taper spectral analysis (Thomson 1982, Mitra and Pesaran 1999) was used to filter the raw data (400–1400 Hz, 2 tapers, taper length of 4 ms). The log power was then calculated from 3 ms after the end of the stimulus pulse (to exclude the stimulus artifact) until 20 ms after the pulse with the power in the same band in the 500 ms prior to each stimulus subtracted to exclude spontaneous activity.

For the MUA analyses, stimulus artefacts were first removed (Heffer and Fallon 2008, Cicione et al 2012, Shivdasani et al 2012). Following band-pass filtering using a third-order Butterworth filter (300–5000 Hz), multiunit spikes were detected as threshold crossings using a threshold of 4x root-mean-square that was calculated within a 60 s moving time window. Typically, MUA occurred 3–20 ms post-stimulus; however, in some instances, another burst of spikes followed at approximately 30 ms post-stimulus. Only the early component of spiking was analyzed as this is considered to be a result of direct stimulation of retinal ganglion cells (RGCs) and indirect activation of the inner retina, but not activation of the photoreceptors (Boinagrov et al 2014). The spontaneous spiking rate on each channel in the 500 ms prior to each stimulus was subtracted to account for variation in the
stimulus-independent activity. For both measures, responses on each channel were normalized by the maximum response recorded on the array to any presented stimulus.

**LN model**

We developed a model to explain activity in the visual cortex in response to simultaneous multi-electrode stimulation of the retina. Cortical responses to spatially white electrical stimulation of the retina were used to characterize the model. The model consisted of two parallel spatial linear filters that provided estimates of the spatial tuning properties of each cortical recording channel, followed by two parallel static nonlinearities that accounted for nonlinear characteristics of neurons such as response thresholds and saturation.

This model is similar to well-established Gaussian white noise models developed to describe light responses in the retina (Chichilnisky 2001, Pillow et al 2005, Schwartz and Rieke 2011) and RGC responses to simultaneous stimulation of the retina (Maturana et al 2016). However, several key adaptions have been made to the established model to accommodate the different stimulation method (i.e. electrical versus light stimulation). First, as opposite phase pulses produce a differential response (Jensen and Rizzo 2006), the effects of both anodic-first and cathodic-first biphasic pulses were included separately in the model. Specifically, two different linear filters ($V_P$ for net anodic-first and $V_N$ for net cathodic-first stimuli) and their associated static nonlinearities ($g_P$ and $g_N$) acted on the input ($S$) separately (figure 3).

Our model also accommodated the larger range of response amplitudes present in our data and adjusted to describe response amplitude rather than spike probability. Additionally, we recorded cortical responses at multiple sites (up to 120) concurrently during stimulation and, as such, a LN model was fitted independently for each channel; thus, the index for each channel is omitted from the equations below for clarity.

An estimate of the activity (spike count or EP power) at each time $t$ ($t \in \{1, \ldots, T\}$), at a given site in the cortex, is given by

$$R_{est} = g_P(S^T V_P) + g_N(S^T V_N).$$

(1)

Where $tr$ is the matrix transpose. Each column of the stimulus matrix $S$ contains the stimulation amplitude applied at time $t$ with a row for each stimulating electrode $j$ ($j \in \{1 \ldots M\}$), where $T$ is the number of stimuli that resulted in a response. The stimulus vector at time $t$ is thus given by

$$s_t = \begin{pmatrix} \frac{s_{1,t}}{\sigma_1} \\ \vdots \\ \frac{s_{M,t}}{\sigma_M} \end{pmatrix}.$$  

(2)

The normalized stimulus vector is thus given by

$$\tilde{s}_t = \begin{pmatrix} \frac{s_{1,t}}{\sigma_1} \\ \vdots \\ \frac{s_{M,t}}{\sigma_M} \end{pmatrix}.$$  

(3)

where $\sigma_M$ is the activation threshold of each stimulating electrode. Since more than one spike was sometimes recorded per stimulus, the spike triggered covariance is given by

$$C_{STC} = \frac{1}{N} \sum_{t=1}^{T} n_{t,i} \tilde{s}_t \tilde{s}_t^T,$$  

(4)

where $n_{t,i}$ is the response on recording channel $i$ ($\{i \in 1 \ldots C\}$) at time $t$ and $N$ is the sum of responses on that channel.

The combined effect of all stimulating electrodes on a response in a given cortical channel could be either net anodic-first or net cathodic-first. Therefore, the effects of both anodic-first and cathodic-first biphasic pulses were included separately in the model. Responses due to a net anodic-first stimulation ($R_P$) were those where the projections of the stimulus onto the principal eigenvector of $C_{STC}$ (denoted $\mathbf{R}_{STC}$) were positive. Stimuli for which this held true were denoted $\mathbf{S}_P$, such that

$$\mathbf{S}_P \cdot \mathbf{u}_{STC} > 0.$$  

(5)
Responses to a net cathodic-first stimulation ($R_N$) were those for which the projections onto the principal eigenvector were negative,

$$s_N \cdot u_{STC} < 0,$$

where $s_N$ were the corresponding cathodic-first stimuli.

The linear filter estimates $V_{P,est}$ and $V_{N,est}$ were then calculated as the spike triggered average (Chichilnisky 2001) of response subsets $r_P$ and $r_N$ and their respective stimuli ($s_P$ and $s_N$),

$$V_{P,est} = \frac{r_P' s_P}{N_P}$$

and

$$V_{N,est} = \frac{r_N' s_N}{N_N},$$

where $N_P$ and $N_N$ are the sums of response subsets $r_P$ and $r_N$, respectively, such that $N_P + N_N = N$. Filters were then normalized by dividing by their L-2 norm. These $V_{P,est}$ and $V_{N,est}$ vectors were considered to be weightings for the effect of the stimulating electrodes on a given cortical site.

The static nonlinearities $g_P$ and $g_N$ were approximated by sigmoids and parameterized by their saturation amplitudes ($y_P$ and $y_N$), thresholds ($a_P$ and $a_N$) which are 50% of the saturation level, as well as the gain of the sigmoids ($b_P$ and $b_N$). The equations for the static nonlinearities $g_P$ and $g_N$ are

$$g_P(x_P) = \frac{y_P}{1 + e^{(-b_P(x_P-a_P))}},$$

and

$$g_N(x_N) = y_N - \frac{y_N}{1 + e^{(-b_N(x_N-a_N))}}.$$  

We used the distribution of the outputs of the linear filters, $x_P = s_P V_{P,est}$ and $x_N = s_N V_{N,est}$ (hereafter referred to as generator signals), and corresponding responses $r_P$ and $r_N$, to provide an initial estimate for the parameters of nonlinear functions $g_P$ and $g_N$, respectively. The threshold values $a_P$ and $a_N$ were estimated to be the mean values of their respective generator signals, while $y_P$ and $y_N$ were estimated as that maximum average response recorded on any channel (averaged over repeated trials). We used a Levenberg–Marquardt nonlinear least squares algorithm in MATLAB (Mathworks, Inc. USA) to find the optimal nonlinear parameters ($a_P$, $a_N$, $b_P$, $b_N$, $y_P$, and $y_N$) and confirm that the optimal linear filters were $V_{P,est}$ and $V_{N,est}$. The outcome of this process was a set of linear filters and static nonlinearities, each corresponding to a different recording channel (shown for one recording channel in figure 5). To test which electrodes significantly affected a recording channel’s response, we randomly time-shifted the response vector 1000 times and repeated the above analysis (equations (1)–(8)) for each new response subset. This generated a distribution for $V_{P,est}$ and $V_{N,est}$ to which the true vectors could be compared. Electrodes from the true $V_{P,est}$ and $V_{N,est}$ that were larger than the root mean square of the randomly-generated distribution were considered significant. The spatial extent in the retina over which a cortical site is influenced by is given by

Figure 3. The linear nonlinear cascade model of the pathway illustrated between the retina and visual cortex. Shown here is the input signal, arranged in the form of multiple electrode stimulation of the suprachoroidal array. The input is split by the model into a ‘positive’ and a ‘negative’ path, each representing the cortical response to net anodic first and net cathodic first stimuli respectively. After the linear and the nonlinear filters act on either side, the outputs are summed. The summed output is the predicted cortical response to a particular input stimulus. A total of 3600 white noise patterns were presented to the retina, here $t_1$ refers to a single stimulus and its resulting predicted response.
\[
D_P = \frac{\sum_{j=1}^{M} v_P^j d_j}{\sum_{j=1}^{M} v_P^j}, \quad (11) \\
D_N = \frac{\sum_{j=1}^{M} v_N^j d_j}{\sum_{j=1}^{M} v_N^j}, \quad (12)
\]
where \(d_j\) is the distance of each electrode \(j\) to the center of mass of the significant electrodes and \(v_P^j\) and \(v_N^j\) are the weights given by \(V_{P,est}\) and \(V_{N,est}\), respectively.

Statistical analysis

To compare the sizes of \(V_{P,est}\) and \(V_{N,est}\), we conducted a sign test to determine whether the results of subtracting the filters for each channel were significantly different to zero. False discovery rate correction (Benjamini and Hochberg 1995) was used to control for multiple comparisons to a level of \(p < 0.05\). We used the same analysis to compare the sizes of \(V_{P,est}\) and \(V_{N,est}\) between the two model types (MUA model and EP power model).

To demonstrate the ability of the model to predict cortical responses to spatially white electrical retinal stimulation, we performed a 6-fold cross validation analysis on all eight experiments for models fitted to both MUA and evoked response power. For this, the model was fitted using only 5/6 of the white noise data and used to predict the remaining 1/6 of the data. Only recording sites that exhibited a monotonic increase of activity with current in response to single electrode stimulation of at least one stimulating electrode were included in model fitting and analysis. Cross-correlation analyses were performed to compare the predicted and recorded responses. The coefficient of determination and slope of the line of best fit (where the predicted response was the independent variable) were calculated for each of the cross-validation sets independently. Unless otherwise stated, all figures with error bars show the mean and standard error of the mean. Significant differences between the prediction abilities of the model fitted to MUA versus that fitted to evoked response power were tested using a Wilcoxon rank sum test \((p < 0.05)\).

In order to rule out any correlations due to chance, we estimated the number of responses to white noise patterns in the trial set that could be accurately predicted by the model. A bootstrap test was performed (10 000 samples) comparing the absolute residual error of prediction for each white noise pattern in the trial set against a distribution composed of the absolute residual error of recorded responses versus time-shifted predictions, over all fitted channels. False Discovery Rate correction (Benjamini and Hochberg 1995) was used to control for multiple comparisons to a level of \(p < 0.05\).

We then tested the ability of models trained with responses to white-noise stimuli to predict responses to the oriented pattern stimuli. Models used in these predictions were fitted to all of the responses to white-noise stimuli (rather than just 5/6 of the data). Here, the coefficient of determination and slope of the line of best fit was calculated for each of the five stimulation amplitudes separately for all eight experiments. Further bootstrap analyses similar to those performed with the white noise data were also performed on the pattern stimuli data to rule out any correlations that may have occurred due to chance. The same analysis was performed to compare the predicted and measured responses to single electrode stimulation, using the data obtained to calculate single electrode thresholds. In addition to comparing the absolute residual error to the bootstrapped distribution, the coefficient of determination between the predicted and recorded responses to above-threshold single electrode stimulation was also compared in the same manner.

Results

Across eight experiments, visual cortex responses to multi-electrode stimulation of the retina were recorded and analyzed in the form of MUA and EP power on a total of 696 recording channels.

Cortical responses to multi-electrode suprachoroidal stimulation

Figures 4(a) and (b) show raw recording traces from two recording sites following a stimulus pulse, indicating evoked responses, and the presence of spiking activity, respectively (to a white noise stimulus). Evoked responses typically consisted of two prominent peaks occurring a few milliseconds apart (figure 4(a)), sometimes followed by a third peak, resulting in a significant increase in power from the baseline response (figure 4(e)). Both response measures exhibited a characteristic, monotonically increasing sigmoidal relationship with current amplitude (figures 4(c) and (d)) (Cicione et al 2012; Shivdasani et al 2012, Dumm et al 2014). However, significantly more channels exhibited this effect for EP power than MUA (MUA versus EP power: 66.6% ± 6.1 versus 92.4% ± 3.2, \(p = 0.0029\); rank sum test; \(N = 8\)).

Prediction of cortical responses

Models for the response on each channel were fitted independently and parametrized by two linear filters and two static nonlinearities (figure 5). The linear filters derived analytically (equations (2)–(8)) and the optimized linear filters were compared, showing that the filters were largely identical before and after optimization, with a median \(r^2\) correlation coefficient of 0.93. The optimized linear filters and nonlinearity parameters were used in all further analyses. Figure 5 shows the components of the model for one recording channel. As shown by the linear filters, which can be considered to be the electrical receptive fields (ERFs) for each cortical channel, this particular recording site was maximally activated by pulses on the top left edge of the stimulating array. The static nonlinearities are functions of the action of the linear filters on the stimulus vector. For this recording channel, the model prediction of the responses (figure 5(c)) was in close agreement with the recorded responses shown in gray.
Validating model fit

For the averaged responses to stimuli to be a reasonable metric to fit the model, the stimulus response variability must be minimal. Figure 6(a) shows the measured EP power (mean ± SE) for all recording channels in response to 60 repetitions of a white noise stimulus pattern in one experiment. Only minor variation in responses was observed, and a clear and significant correlation was seen with the responses predicted by the model ($r^2 = 0.93$, $p < 0.0001$, FDR corrected permutation test, 10 million permutations). The same metric, but for a single cortical channel in response to 30 different white noise stimuli each repeated 60 times, is shown in figure 6(b). Again, only minor variation in response was observed, with a clear and significant correlation ($r^2 = 0.92$, $p < 0.0001$, FDR corrected permutation test, 10 million permutations).

The stimuli used to fit the model comprised 3600 different white noise patterns, averaged over eight repeats. For one such white noise stimulus (figure 7(a)), a comparison of the recorded and predicted responses (figure 7(b)) indicates that the model prediction of the response was very similar to the measured response, which was borne out by a coefficient (mean ± SEM of the binned responses) (coefficient of determination $r^2 = 0.865$).
of determination of $r^2 = 0.936$ (figure 7(c)), with a strong overall correlation observed for this experiment ($r^2 = 0.819$, figure 7(d)).

Similar correlations were found for all six cross-validated models for all eight experiments, with $0.55 < r^2 < 0.89 (n = 48)$. Models fitted to MUA displayed significantly higher correlation coefficients (MUA versus EP power: $r^2 = 0.77 \pm 0.01$ versus $0.69 \pm 0.02$, $p = 1.22 \times 10^{-3}$; rank sum test) than those fitted to EP power. The average slope of the line of best fit for the models fitted to power was significantly closer to 1 (MUA versus EP power: $0.88 \pm 0.018$ versus $0.92 \pm 0.13$, $p = 2.13 \times 10^{-4}$; rank sum test) than those fitted to MUA.

Both types of models were able to predict the responses to at least 75% of the test set significantly better than chance (via bootstrap analysis), with the MUA model predicting significantly more than the EP power model (MUA versus EP power: $95.77\% \pm 0.57\%$ versus $92.70\% \pm 0.90\%$, $p = 4.08 \times 10^{-4}$; rank sum test).

**ERFs characterized by linear filter component**

The linear filters of the model provided an estimate of the ERFs of each recording channel for simultaneous retinal stimulation. Figure 8(a) shows the ERF for stimuli with a net cathodic-first effect, for the most rostro-medial recording site; this channel was most responsive to stimulation of the superior-nasal retinal electrodes. The interpolated color maps depicting the linear filters at all cortical sites ($n = 96$) from this experiment (figure 8(b)) display a clear preference to stimulation of superior-retinal retinal electrodes for more rostral recording sites, while caudal recording sites showed a preference for stimulation of electrodes located towards the inferior retina. The gradual movement of the ERFs between these two extremes indicates topographic mapping, and is likely to be retinotopic. Using these ERFs in combination with the static nonlinearities, it is possible to link regions of high activity to stimulus features. For example, the high power in the rostral (rostral direction shown in figure 1(b)) sites in figure 7(b) can be attributed to high stimulation amplitude on superior-nasal retinal electrodes. Figure 8(c) more clearly illustrates the rostro-caudal movement of the linear filters, where contours represent the significant linear filter weights belonging to the most rostro-medial (green) and caudo-medial (purple) recording sites (circled in figure 8(b)). The recording sites in this example were separated by a distance of approximately 7 mm in the cortex, which corresponds to approximately $14\degree - 23\degree$ of visual angle using a cortical magnification factor of 0.3–0.5 mm/degree (Tusa et al. 1978). The peak weightings of the linear filters for these channels were separated by about 4 mm in retinal space, which subtends a visual angle of approximately $18\degree$, and thus corresponds well with the recording channel separation.

While significant differences did occur between the size of ERFs for stimuli with a net cathodic-first effect and those with a net anodic-first effect on a channel by channel basis when using the EP power based model (Sign test, 0.05 level of significance), these differences were not consistent across experiments. Two out of eight experiments had larger $V_N$ filters than $V_P$ filters; however, one experiment had significantly larger $V_P$ filters than $V_N$ filters. No differences occurred between MUA-based model ERFs. Similar inconsistent differences occurred when comparing the ERF size between the two model types (EP power based models: two experiments had larger $V_N$ filters, three had larger $V_P$ filters; MUA-based models: three experiments had larger $V_N$ filters, three had larger $V_P$ filters).

**Predicting responses to electrical pattern stimuli**

To examine whether a model fitted using responses to white noise stimuli could predict responses to non-white stimuli, measured responses to oriented pattern stimuli and single electrode stimuli were compared to responses predicted by the model. Three types of patterned stimuli were used: mixed-phase, anodic-first and cathodic-first. Figure 9(a) shows the comparison between the recorded and predicted responses for the stimulus shown in figure 2(a), where the maximum current amplitude delivered was 295 $\mu$A. The responses predicted by the model corresponded well to the measured responses (figure 9(b), $r^2 = 0.89$) for this stimulus.

To assess whether this effect extended to the entire set of oriented pattern stimuli, we calculated a coefficient of determination for each of the three pattern types for all experiments (figure 10(a)). Coefficients corresponding to MUA models were significantly higher than those for EP power.
models for mixed-phase stimuli (MUA versus EP power: $r^2 = 0.81 \pm 0.02$ versus $0.69 \pm 0.03$, $p = 0.016$; rank sum test). There was no difference between the MUA model and EP power model for the other two stimulus types (MUA versus EP power with anodic-first pulses: $r^2 = 0.65 \pm 0.07$ versus $0.65 \pm 0.05$, $p = 0.558$. MUA versus EP power with cathodic-first pulses: $0.73 \pm 0.06$ versus $0.73 \pm 0.04$, $p = 0.457$). However, for the mixed-phase and cathodic-first stimulus types, the slopes of the lines of best fit for the models fitted to MUA were significantly lower than those fitted to EP power (figure 10(b), MUA versus EP power with mixed-phase pulses: $0.76 \pm 0.05$ versus $0.96 \pm 0.09$, $p = 0.02$. MUA versus EP power with anodic-first pulses: $0.75 \pm 0.04$ versus $0.94 \pm 0.12$, $p = 0.08$. MUA versus EP power with cathodic-first pulses: $0.72 \pm 0.05$ versus $0.93 \pm 0.10$, $p = 0.03$; rank sum test).

While the percentage of responses that were able to be predicted significantly above chance was generally high for both types of models and all types of stimuli (via bootstrap analysis, figure 10(c)), the model fitted to MUA was able to predict a significantly higher number of responses for both mixed-phase and anodic-first stimuli compared to the EP
Figure 8. Linear filter maps for each recording site in one experiment. (a) Linear filter of the most rostro-caudally located cortical site (marked with a green circle in panel (b) prior to interpolation, as described in figure 5. Only filters corresponding to anodic first stimulation (i.e. $V_p$) are shown. Electrode numbers correspond to those indicated in figure 1(a). S: superior retina, I: inferior retina, N: nasal retina, T: temporal retina. (b) Interpolated color maps representing optimized linear filters for anodic first stimulation pulses ($V_p$) corresponding to each of the 96 recording sites. Schematic of cortical recording areas corresponding to each of the linear filter maps is also shown. Red indicates a strong effect of a particular stimulating electrode on the activity recorded on a given cortical site. Blank sites are those that did not record a monotonically increasing response to single electrode stimulation and were thus excluded from analyses. R: rostral, C: caudal, M: medial, L: lateral. (c) Schematic of stimulating array showing significant areas of the linear filter maps for two cortical recording sites marked with green and purple circles (corresponding to rostro-medial and caudo-medial recording sites respectively) in panel (b). The shift in the electrodes that have the strongest contributions to a channels activity with cortical channel position shows that the retinotopic organization of the visual cortex is preserved with responses to simultaneous electrical stimulation of the retina.
power model (MUA versus EP power with mixed-phase pulses: 94% ± 2.1% versus 77% ± 5.2%, p = 0.0024, MUA versus EP power with anodic-first pulses: 85% ± 5.4% versus 70% ± 7.0%, p = 0.129, MUA versus EP power with cathodic-first pulses: 70% ± 5.8% versus 77% ± 6.1%, p = 0.326; rank sum test).

When predicting responses to single electrode stimulation, coefficients of determination corresponding to EP power models were significantly higher than those corresponding to MUA models. However, both were lower than those for multi-electrode stimulation (MUA versus EP power: $r^2 = 0.26 ± 0.02$ versus $0.37 ± 0.02$, $p = 0.016$; rank sum test). Despite being low, the majority of both MUA and EP responses to stimuli above threshold had $r^2$ values significantly higher than those of the corresponding bootstrapped distributions (MUA versus EP power: 90.6% ± 1.20% versus 92.76% ± 0.75%, averaged over above-threshold stimulus amplitudes and experiments). The slopes of the lines of best fit for the models fitted to MUA were significantly greater than those fitted to EP power (MUA versus EP power: 0.40 ± 0.03 versus 0.12 ± 0.01, $p < 0.001$; rank sum test). The percentages of responses able to be predicted accurately

Figure 9. Recorded response and model-predicted response to the oriented pattern stimulus shown in figure 2(a) (mixed phase first stimulus). Response is measured by the power in the EP, and shown over two recording arrays arranged as in figure 8. The color map is normalized to the maximum recorded power. (a) Recorded response (left), and predicted response (right). (b) Correlation between the recorded and predicted responses ($n = 88$ channels).

Figure 10. Comparison of the ability to predict responses to grating pattern stimuli between a spiking-based model (gray) and power-based model (white), averaged over all experiments and stimulation amplitudes (mean ± SEM) ($n = 40$). Asterisks represent a significant difference ($p < 0.05$; rank sum test). (a) Coefficient of determination between the model-predicted responses to oriented pattern stimuli and the recorded responses. (b) Slope of the line of best fit for the correlation described in panel (a). (c) Percentage of responses to oriented pattern stimuli that were able to be predicted significantly using bootstrapping analyses.
by either model were also relatively low, and not significantly different between the model types (MUA versus EP power: 53% ± 3.0% versus 45% ± 1.5%, p = 0.208; rank sum test).

Discussion

We have demonstrated that cortical responses to simultaneous stimulation of the retina are repeatable and can be predicted by a simple LN model. We have shown that the model can be optimized using either multi-unit activity (MUA) or power in the multi-peaked evoked potential (EP), and can be used to predict responses to types of stimulation that were not used to fit it. The optimized model also provides information about ERFs, including the relative effects of each stimulating electrode on every recording site. These ERFs show that the topographic mapping of cortical responses to single electrode stimulation (Elfar et al 2009, Shivdasani et al 2012, Wong et al 2016) is maintained for simultaneous stimulation.

Comparison with previous studies

Studies have shown that simultaneous multi-electrode stimulation can extend the range of cortical responses possible from retinal implants beyond what is available with interleaved single electrode stimulation (Cicione et al 2012, Matteucci et al 2013, Dumm et al 2014). These studies have characterized the responses of neurons to particular forms of simultaneous stimulation; however, these observations cannot be generalized to patterns for which the system has not been exposed. Response models recovered by white noise electrical stimulation go some way towards solving this issue, since white noise covers a wide range of possible inputs (Chichilnisky 2001).

In terms of visual prostheses, these investigations have been limited to in vitro preparations (Jepson et al 2014, Maturana et al 2016). Jepson et al (2014) showed that a piecewise linear model could predict the activation of a target cell in the retina, however the method was limited to stimulation of small numbers of electrodes at fixed stimulation amplitudes. Maturana et al (2016) successfully showed that a LN model, mathematically similar to our model, captured the responses of RGCs to simultaneous white noise stimulation of 20 electrodes. While the success of these models aligns with that of our LN model, several important distinctions should be made. In the present study, we have demonstrated successful prediction of activity at multiple concurrent sites in the visual cortex (up to 120 recording channels) in response to stimulation, as opposed to one or two cells at a time (Maturana et al and Jepson et al, respectively). Additionally, neither study investigated whether the suggested model performed equally well for stimulation that was non-white, as was shown for our model. Also, activation of the visual cortex more closely approximates perception elicited by electrical stimulation of the human retina than activity recorded in vitro (von der Heydt and Peterhans 1989, Gilbert and Wiesel 1990, Salzman et al 1990, Knierim et al 1992, van Wezel et al 1997), and finally we made use of the same clinical grade electrode array for stimulation as has been trailed in patients (Ayton et al 2014, Shivdasani et al 2014).

Comparison of MUA-based and EP power-based models

Two activity measures in the visual cortex were used to fit separate LN models: MUA and EP power. These activity measures correspond to two different types of cortical processing: MUA reflects the spiking activity of multiple neurons within a radius of 150–300 µm from the electrode tip (Gray et al 1995, Henze et al 2000); the EP contains both supra-threshold and sub-threshold components, the latter of which extends over a larger area (Fregnac et al 1996). The electrically evoked potentials seen in our study were found to be in a relatively high frequency band compared to traditional local field potentials, and they exhibited a characteristic, positive-going, multi-peaked shape. A number of studies have investigated the origins of these EPs and the factor that influence them (Chang 1950, Malis and Kruger 1956, Schoolman and Evarts 1959, Doty and Grimm 1962, Burke et al 1985, Mitzdorf 1985). Burke et al (1985) suggested that the first two peaks of this multi-peaked response are due to conduction from Y and X type RGCs, respectively (Enroth-Cugell and Robson 1966, Stone 1983). Mitzdorf (1985) found that the polarity of the peaks was dependent on the cortical depth of their recording electrode. Thus, the constant polarity of the peaks in our study may be attributed to the fact that all recording electrodes on the penetrating array were the same length (1 mm) and were thus likely to be recording from the same cortical layer. More recently, the EP has been shown to be a viable alternative to MUA when comparing percepts from visual prostheses to those from light stimulation, since a similar EP is present in photic stimulation, albeit with delayed peak latencies due to retinal processing (Nakauchi et al 2005, Sun et al 2011). Our findings expand on this, to show that both measures of activity can be the basis of a model for characterizing cortical responses to simultaneous stimulation of the retina. Both model types were able to predict the vast majority of white noise stimuli that were presented in all experiments. In addition, both models displayed high correlation coefficients between recorded and predicted cortical responses to retinal stimuli that were not white, and were able to predict the majority of responses to these stimuli. No consistent differences were found between different receptive field sizes. However, given that we have recorded MUA as opposed to activity from single neurons, it is difficult to make any conclusions regarding the significance of this finding.

Some differences were present between the models, however. The MUA model performed significantly better than the EP power model at predicting responses to white noise, mixed-phase first stimuli and anodic-phase first stimuli. This may be due to a greater signal to noise ratio for the MUA responses than EP power, which suggests that, for a model based on EP power, the number of repetitions for each stimulus should be increased.

Neither model performed well in predicting responses to single electrode stimulation. This may be attributed to the lower thresholds observed when stimulating across several...
electrodes simultaneously (Shivdasani et al 2012), such as during white-noise stimulation, causing the model to underestimate the current required to match responses to single electrode stimulation. However, both models could predict responses to above-threshold single electrode stimulation better than chance, suggesting that the retinotopic organization is preserved. From a clinical standpoint it is, therefore, possible that if the highest safe amplitude of single electrode stimulation is unable to elicit a percept, simultaneous stimulation of nearby electrodes could elicit a response in the required area.

During the present study, recording channels were only considered for analyses if they exhibited a monotonic increase in response with increasing stimulation current on any single retinal electrode. As a result, a significantly greater number of sites were excluded from the MUA analyses than from EP power analyses. This likely reflects the requirement that, for recording MUA, the recording site be in close proximity to spiking cells, whereas estimating EP power does not require direct proximity to cells to register an increase. Thus, while the MUA model predicted cortical responses more accurately than the EP power model, the latter had the advantage of characterizing a greater number of recording channels. This suggests that the activity measure on which to train the model could be altered dependent on the requirements of the application, and time available to record responses.

Clinically, the EP power would be a more attractive cortical measure as currently it is possible to record these EPs with less invasive methods than those required to record MUA; i.e., penetrating electrodes for MUA versus scalp electrodes. Additionally, EPs have been shown to be more robust for the long term, retaining information even when spikes are lost on the same electrode (Flint et al 2012). Thus, the EP power is an attractive measure for use with human patients, since it would eliminate the need for a further, invasive procedure, and remain informative in the long term.

Considerations for future applications

The model described in this study is purely spatial in nature owing to the sparse timing used between stimulus pulses. A similar model has been employed previously to model the spatio-temporal dynamics of neurons responding to visual stimulation of the retina (DeAngelis et al 1993). We expect that by modifying our model to include a temporal dimension in our linear filters, as by Chichilnisky (2001) and Kameneva et al (2015), the model could be extended to predict temporal dynamics of cortical responses during repetitive, high-rate stimulation, such as perceptual fading. While there is strong evidence suggesting that perceptual fading could be attributed to desensitization observed in RGCs (Freeman and Fried 2011), it could also be attributed to neural mechanisms within central visual structures. In human trials, pulse rates for a suprachoroidal prosthesis have ranged between 50 and 500 pulses per second (pps) (Ayton et al 2014, Shivdasani et al 2014) and in other neural systems stimulation rates may be even higher (e.g., stimulation at up to 2000 pps has been studied in cochlear implants Galvin and Fu 2005). Therefore further investigation of the characteristics of adaptation would be of particular interest. However, in pursuit of this goal, one would have to overcome the hurdle of the stimulation artefact present in the recordings. Our stimulus pulses were 1 ms per phase and biphasic, evoking cortical responses lasting approximately 20 ms. The use of stimulus rates higher than 50 pps would not allow analysis of activity with each pulse in the stimulus train without contamination by the stimulus artefact of subsequent stimulus pulses. However, evidence suggests that desensitization of RGCs and perceptual fading can also occur at rates lower than 50 pps (Freeman and Fried 2011, Formos et al 2012). At such rates, it would be possible to remove artefacts with the same technique that we have used (Heffer and Fallon 2008) and analyze the responses between pulses. The model we propose could then be adjusted to incorporate spatiotemporal ERFs (Chichilnisky 2001).

Our model also provides an intriguing option for investigation of the effect of photoreceptor degeneration on responses to electrical retinal stimulation. Photoreceptor degeneration in a rat model has been shown to be accompanied by an increased activation threshold to electrical stimulation (Suzuki et al 2004, O’Hearn et al 2006) as well as an increase in baseline spiking (Pu et al 2006, Stasheff 2008). This may be a contributing factor to the inconsistencies found in the clinical results of simultaneous stimulation. Photoreceptor degeneration also leads to retinal remodeling (Jones et al 2003, Marc et al 2003). Thus, it is likely that the ERFs of cortical neurons would be different in appearance to those described here.

Another factor that should be considered in future applications of this method is the effect of anesthesia on cortical activity. Given that anesthesia has been found to reduce the signal-to-noise ratio of visual responses in the cat visual cortex (Livingstone and Hubel 1981) and preserve the main tuning characteristics of V1 neurons in monkeys (Lamme et al 1998) and mice (Niell and Stryker 2010), we expect that the responses to electrical stimulation in an awake cat would be stronger but have similar tuning properties and, therefore, be well suited for application of this method.

The model we have presented provides novel insights into the effects of interactions between electrodes during simultaneous electrical retinal stimulation. It is expected that with some adjustments, this model could provide a potential approach for choosing optimal stimulation patterns for eliciting specific neural activity (for example, activity more akin to that elicited by visual stimulation). This would entail first fitting the model to responses of the system in question to spatial white noise stimulation. Then, a second optimization algorithm would be used to compute stimulation patterns that would be likely to produce a desired cortical response. In this way, the model could be used to ultimately increase the resolution of the implant.

Conclusion

In this study, we have shown that cortical responses to simultaneous stimulation of the retina are consistent and repeatable. We investigated the effects of electrode
interactions of retinal stimulation by creating a linear-nonlinear model of visual cortex responses. We showed that the model could accurately predict spiking neural responses to both white-noise stimulation and patterned stimulation. The model could also be based on an alternative measure of cortical activity, namely power in the evoked potentials, suggesting that, for clinical applications, a less invasive measure could be applicable. The model we describe provides an effective means of understanding the spatial interactions of retinal stimulation at the level of the cortex, showing that they are predominantly linear and the electrical receptive fields of cortical recording channels are topographically organized. The predictive success of our model shows promise for efficiently determining optimal stimulation paradigms for shaping neural activity with a neural prosthesis.
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